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Abstract

Learning from limited data is a challenging task since
the scarcity of data leads to a poor generalization of the
trained model. The classical global pooled representation
is likely to lose useful local information. Recently, many
few shot learning methods address this challenge by using
deep descriptors and learning a pixel-level metric. How-
ever, using deep descriptors as feature representations may
lose the contextual information of the image. And most of
these methods deal with each class in the support set in-
dependently, which cannot sufficiently utilize discriminative
information and task-specific embeddings. In this paper,
we propose a novel Transformer based neural network ar-
chitecture called Sparse Spatial Transformers (SSFormers),
which can find task-relevant features and suppress task-
irrelevant features. Specifically, we first divide each input
image into several image patches of different sizes to obtain
dense local features. These features retain contextual infor-
mation while expressing local information. Then, a sparse
spatial transformer layer is proposed to find spatial corre-
spondence between the query image and the entire support
set to select task-relevant image patches and suppress task-
irrelevant image patches. Finally, we propose to use an im-
age patch matching module for calculating the distance be-
tween dense local representations, thus to determine which
category the query image belongs to in the support set. Ex-
tensive experiments on popular few-shot learning bench-
marks show that our method achieves the state-of-the-art
performance.

1. Introduction

With the availability of large-scale labeled data, visual
understanding technology has made great progress in many
tasks [2, 19, 34]. However, collecting and labeling such a
large amount of data is time-consuming and laborious. Few-
shot learning is committed to solving this problem, which
enables deep models to have better generalization ability
even on a small number of samples.

Recently, many few-shot learning methods have been
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Figure 1. Prototypical Nets [27] learns a global-level representa-
tion in an appropriate feature space and uses Euclidean distance
to measure similarities. On the contrary, our model first generates
dense local representations through image patches, and then uses
Sparse Spatial Transformer Layer (SSTL) to select task-relevant
patches, generating task-specific prototypes. Finally, similarities
are obtained by matching between attentioned image patches.

proposed, which can be roughly divided into two categories:
meta-learning [0, 9,23] and metric-learning [3,4, 17,27,28,
31]. The goal of meta-learning is to learn how to deal with
new tasks in the process of learning multiple tasks [9]. Met-
ric learning focuses on learning a good feature representa-
tion or relation measure [4,27].

For feature representations, most of the existing metric-
learning based methods [16,27,31] adopt global features for
recognition, which may cause useful local information to be



lost and overwhelmed. Recently, DN4 [17], MATANet [3]
and DeepEMD [33] adopt dense feature representations
(i.e., deep descriptors) for few-shot learning tasks, which
have been verified to be more expressive and effective than
using global features. Another branch that enhances im-
age representation uses the attention mechanism to align
the query image with the support set. For example, Cross
Attention Network (CAN) [12] and SAML [11] use the se-
mantic correlation between the support set and query image
to highlight the target object.

For the relation measure, existing dense feature based
methods usually adopt a pixel-level metric and the query
image is taken as a set of deep descriptors. For example,
in DN4 [17], for each query deep descriptor, they find its
nearest neighbor descriptors in each support class. Also,
CovaMNet [18] calculates a local similarity between each
query deep descriptor and a support class by a covariance
metric.

However, most existing methods use global features or
deep descriptors, and they are not effective for few-shot im-
age classification. Due to global features lose local infor-
mation, and deep descriptors lose the contextual informa-
tion of images. Moreover, the above methods all process
each support class independently, and cannot use the con-
text information of the entire task to generate task-specific
features.

In this paper, we propose a novel transformer-based ar-
chitecture for few-shot learning, called sparse spatial trans-
former (SSFormers), which extracts the spatial correlation
between the query image and the current task (the entire
support set), aiming to align task-relevant image patches
and suppress task-irrelevant image patches. As shown in
Figure 1, we first divide each input image into several
patches and get dense local features. Second, we select task-
relevant query patches by a two-way selection function, i.e.,
mutual nearest neighbour [10,20]. And use selected query
patches to align support classes. Finally, a patch match-
ing module is proposed to measure the similarity between
query images and aligned support classes. For each patch
from a query image, the patch matching module calculates
its similarity scores to the nearest neighbor patch in each
aligned class prototype. Then, similarity scores from all
query patches are accumulated as a patch-to-class similar-
ity.

The main contributions of this work are summarized as
follows:

1) We propose a novel sparse spatial transformers for
few-shot learning, which can select task-relevant
patches and generate a task-specific prototype.

2) We propose a patch matching module to get similar-
ity between query images and task-specific prototypes.
Experiments prove that it is more suitable for image

patch-based feature representation than directly using
the cosine similarity.

3) We conduct extensive experiments on popular few-
shot learning benchmarks and show that the proposed
model achieving competitive results compared to other
state-of-the-art methods.

2. Related Work

Global Feature based Methods. The traditional metric-
learning based few-shot learning methods use an additional
global average pooling (GAP) layer to obtain the global fea-
ture representation at the end of the backbone and utilize
different metrics for classification. MatchingNet [31] uti-
lizes the cosine distance to measure the similarity between
the query image and each support class. ProtoNet [27] takes
the empirical mean as the prototype representation of each
category and uses Euclidean distance as the distance met-
ric. RelationNet [28] proposed a non-linear learnable dis-
tance metric. These methods based on global features will
lose a lot of useful local information, which is harmful to
classification tasks under few-shot learning settings.

Dense Feature based Methods. Another branch of
metric-learning based methods uses pixel-level deep de-
scriptors as feature representations. DN4 [17] uses the k-
nearest neighbor algorithm to obtain the pixel-level similar-
ity between images. MATANet [3] proposes a multi-scale
task adaptive network to select task-relevant deep descrip-
tors at multiple scales. DeepEMD [33] proposes a differ-
entiable earth mover’s distance to calculate the similarity
between image patches. Our SSFormers also belong to
this method based on dense features. A major difference
in our method is that we divide input images into several
patches of different sizes and extract features. Compared
with global features, the features extracted by our method
can express local information. And compared with deep
descriptors, the extracted features contain context informa-
tion.

Attention based Methods. CAN [12] proposes a cross-
attention algorithm to highlight the common objects in the
image pair. SAML [1 1] proposes a collect and select strat-
egy to align the main objects in the image pair. RENet [13]
improves network generalization performance over unseen
categories from a relational perspective. SSFormers also be
treated among the family of transformered-based methods
as they also aligned query images and support sets. Dif-
ferently, our SSFormers select task-relevant patches in the
query image to align support set to query image by a sparse
spatial cross attention algorithm.

Transformers based Methods. FEAT [32] first intro-
duced Transformer [30] to few-shot learning. FEAT utilized
Transformer to conduct support set sample relationships
and generate task-specific support features. CrossTrans-



formers [8] proposes to use a self-supervised learning al-
gorithm to enhance the feature representation ability of
the pre-trained backbone, and use a transformer to achieve
alignment. Unlike them, SSFormers models the relation-
ship between query images and support classes on a spa-
tial scale, and introduces MNN [10] to select task-relevant
patches. SSFormers are more efficient and explanatory.

3. Preliminary

We first introduce the problem definition of few-shot
learning. Few-shot learning is dedicated to learning trans-
ferable knowledge between tasks and using the learned
knowledge to solve new tasks. In the few-shot learning
scenario, the task is usually set in the form of N-way M-
shot, where N is the number of categories and M is the
number of labeled samples in each category. Under this
setting, the model is trained on a training set Dy,.q;, With a
large amount of labeled data. To learn transferable knowl-
edge, we use episodic training mechanisms to train our
model. The episodic training mechanism samples batched
tasks from Dy,.qi, for training In each episode, we first
construct query set D, zl, yl) fv *B and support set
Dg = {(af,y5) x> where B is a hyperparameter that
we need to fix in our experrments. Typically, B is set to
15 [12,32]. Then our model predicts which support set cat-
egory each sample in the query set belongs to. When the
model training is complete, we sample tasks from unlabeled
test sets Dyt to verify the performance of the model.

4. Our Method

In this section, we first introduce our method for gen-
erating dense local representations. Then we describe our
sparse spatial transformers layer, which spatially aligns
query images and support classes. Finally, we describe the
patch matching module (PMM), which is used to calculate
the final similarities. The overview of our framework is
shown in Figure 2.

4.1. Dense Local Feature Extractor

The metric-learning based few-shot learning method
aims to find an effective feature representation and a good
distance metric to calculate the similarity between images.
Different from the methods that use global features, local
representation based methods have achieved better results
because the local representation contains richer and more
transferable semantic information. The difference from pre-
vious work is that our SSFormers aims to establish hierar-
chical local representations for spatial comparison.

As illustrated in Figure 2, dense local representations ex-
tractor Fy evenly divides the image into H x W patches, and
each image patch is individually encoded by the backbone
network to generate a feature vector. The feature vectors

generated by all patches constitute the dense local repre-
sentations set of each image. To generate hierarchical local
representations, we adopt a pyramid structure in the experi-
ments. Thus the feature representation of an input image x
can be denoted as Fy(z) € RE*Y where C is the number
of channels, and K is the number of all local patch repre-
sentations. Specifically, we adopt two image patch division
strategies of size 2x2 and 4 x4 to obtain 20 dense local rep-
resentations.

In each N-way M-shot few-shot image recognition task,
for each support class, we have M samples and get M fea-
ture representations. Instead of using empirical mean of M
feature representations [27] to obtain the class representa-
tion, we utilize all the patches in each support class, i.e.,
S, € RMEXC where S, is the class representation of
the n-th support class. The entire support set representa-
tion can be denoted as S € RV*MEXC " gimilarly, for a
query image x!, through Fy, we can get feature representa-
tion ¢ = Fp(x )eRKXC where i = {1,..., BN'}.

4.2. Sparse Spatial Transformers Layer

Sparse spatial transformers aim to enhance the discrimi-
nant ability of local feature representations by modeling the
interdependencies between different patches in the query
image and the entire support set. In a N-way M-shot task,
key ks and value vg are generated for support set feature
S using two independent linear projection: the key projec-
tion head hy: R — R and the value projection head h,,:
RC — RY. Similarly, the query image feature ¢ is em-
bedded using the value projection head h,, and another the
query projection head h,: R +— R to obtain value v,
and query gj.

Inspired by [10], which proposed the mutual nearest
neighbor (MNN) algorithm to eliminate batch effects in
single-cell RNA sequencing data. We argue that if the patch
with the closest semantic distance to patch g; is S;, and
the patch with the closest semantic distance to patch .S; is
i, then they are likely to have similar local feature, where
¢ € qqt€{1,...,K}and S; € kg,j € {1,..., NMK}.
On the other hand, if the closest patch of patch S; is not g;,
then even if the closest descriptor of g; is .S;, the actual re-
lationship between them is relatively weak. In other words,
the correlation between two patches is a function of mutual
perception, not a function of one-way perception. There-
fore, we can use this bidirectionality to select task-relevant
patches in the current task.

We first calculated semantic relation matrix between
query image and each support class n, and get R,,:

-
qq X k
R, = — =" ¢
A /C/
To find task-relevant patches, we concatenate all se-
mantic relation matrixes R,,,n = {1,..., N} to get R €

RKXMK (1)
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Figure 2. Illustration of the proposed SSFormers. We propose to generate dense local features and find task-relevant features by a sparse

spatial transformers layer.

Algorithm 1 Training strategy of SSFormers
Require: Training set Dy,.qin

1: for all iteration=1, ..., MaxIteration do
2. Sample N-way M-shot task (D¢, Dg) from Dyrqin
3. Compute S = Fyp(Dg) € RV*MKxC
4. foriin{l,..., NB}do
5: Compute ¢ = Fp(zf) € RE*C
6: Compute sparse attention map by Eq. (1)-(5)
7 Obtain task-spacific prototype vg, |4 by Eq. (6)
8: Compute similarity P; by Eq. (7) and (8)
9:  end for
10:  Obtain Cross Entropy loss £ = Zf\g CE(P;,v)

11:  Update parametres in SSFormers by SGD
12: end for
13: return Trained SSFormers

REXNME Each row in R represents the semantic simi-
larity of each patch in the query image to all patches of all
images in the support set.

Specifically, we propose a novel sparse spatial cross at-
tention algorithm to find task-relevant patches in the query
image. For each patch ¢; € g,, we find its nearest neighbor

nfl in kg, and then find the nearest neighbor n; of né in g,
Ifi = nfg, then we consider g; to be a task-relevant patch.
After collecting all task-relevant patches in g4, we can get
the mask m = [my;...; mg], which can be computed as:

nfl = argmaxR,; ; 2)
J

n’s = arg max Rk,nz 3)
k

m' = 1(i = nk) 4)

where 1 is the indicator function: when i = n%, 1 is equal
to 1, otherwise it is 0. Using mask m and semantic relation
matrix R,,, we can get sparse attention map a™ and use it
to align each support class n to query image ¢ and get task-
specific prototype vg,, |4, Which can be computed as:

an:m*RneRKXMK

)
VS, |q = Qn X vgn € RExC (6)
4.3. Patch Matching Module

Patching maching module is built as a similarity metric,
which does not have any parameter to train. Given query



value v, € RE *C" and the aligned prototype of class n
Vs, |q € REXC we can get their patch-to-patch similarity
matrix by:

D" — Vq X U5n|q

[[vgll - [lvs,1qll

Then, for each patch in v,, we select the most similar patch
in all patches from prototype vg, ;. We sum K selected
patches as the similarity between the query image and sup-
port class n:

P" = - max D}, )

Under the N-way M-shot few-shot learning setting, we can
get semantic similarity vectors P € RY. The training pro-
cedure of SSFormers is shown in Algorithm 1.

5. Experiments

To evaluate the effectiveness of our method, we con-
duct extensive experiments on several common-used bench-
marks for few-shot image recognition. In this section, we
first present details about datasets and experimental settings
in our network design. Then, we compare our method with
the state-of-the-art methods on various few-shot learning
tasks, i.e., standard few-shot learning, cross-domain few-
shot learning. Finally, we conduct comprehensive ablation
studies to validate each component in our network.

5.1. Datasets

We conduct few-shot image recognition problems
on four popular benchmarks, i.e., minilmageNet,
tieredlmageNet, CIFAR-FS and FC100.

minilmageNet [31] is a subset randomly sampled from
ImageNet and is an important benchmark in few-shot learn-
ing community. minilmageNet consists of 60,000 images
in 100 categories. We follow the standard partition set-
tings [27], where there are 64/16/20 categories for training,
validation and evaluation.

tieredlmageNet [24] is also a subset random sampled
from ImageNet, which consists of 779,165 images in 608
categories. All 608 categories are grouped into 34 broader
categories. Following the same partition settings [12], we
use 20/6/8 broader categories for training, validation, and
evaluation respectively.

CIFAR-FS [1] is divided from CIFAR-100, which con-
sists of 60,000 images in 100 categories. The CIFAR-FS
is divided into 64, 16 and 20 for training, validation, and
evaluation, respectively.

FC100 [22] is also divided from CIFAR-100, which is
more difficult because it is more diverse. The FC100 uses a
split similar to tieredImageNet, where train, validation, and
test splits contain 60, 20, and 20 classes.

5.2. Implementation Details

Backbone networks. For fair comparison, follow-
ing [26], we employ Conv-64F and ResNetI2 as our model
backbone. To generate pyramid dense features, we add a
global average pooling layer at the end of the backbone,
such that the backbone generates a vector for each input
image patch. And we slightly expand the area of the local
patches in the grid by 2 times to merge the context informa-
tion, which is helpful to generate the local representations.

Training details. For Conv-64F, we train it from
scratch. For ResNetl2, the training process can be di-
vided into two stages: pre-training and meta-training. Fol-
lowing [33], we apply a pre-train strategy. The backbone
networks are trained on training categories with a softmax
layer. In this stage, we apply data argumentation methods
to increase the generalization ability of the model, i.e., color
jitter, random crop, and random horizontal flip. The back-
bone network in our model is initialized with pre-trained
weights, which are then fine-tuned along with other compo-
nents in our model. In the meta-training stage, we conduct
N-way M-shot tasks on all benchmarks, i.e., 5-way 1-shot
and 5-way 5-shot. Conv-64F is optimized by Adam, and
the initial learning rate is set to 0.1 and decay 0.1 every 10
epochs. And ResNet?2 is optimized by SGD, and the initial
learning rate is set to Se-4 and decay 0.5 every 10 epochs.

Evaluation. During the test stage, we random sample
10,000 tasks from the meta-testing set, and take averaged
top-1 classification accuracy as the performance of meth-
ods.

5.3. Standard Few-shot Image Classification

To verify the effectiveness of our proposed SSFormers
for few-shot image classification task, we conduct com-
prehensive experiments and compare our methods with
other state-of-the-art methods. The experimental results are
shown in Table 1 and Table 2. The results show that our
method achieves the best results in almost all settings.

For ImageNet derivatives, compared with the clas-
sic attention-based method CAN [12], our model is
around 4.4%/4.0% better than CAN on minilmageNet with
ResNet12 for 1-shot and 5-shot tasks. Compared with
the previous transformers-based method FEAT [32], which
uses transformers to find task-specific features in the sup-
port set, our method achieves 1.4%/2.0% improvements on
tieredlmageNet with ResNet12.

For CIFAR derivatives, our model also achieved compet-
itive results. For example, our model is around 3.2%/3.6%,
16.6%/12.2% better than baseline Prototypical Nets [27] on
CIFAR-FS and FC100 for 1-shot/5-shot tasks, respectively.

The reason why we can achieve this improvement is that
SSFormers can find task-relevant patches in the current task
and perform sparse spatial cross attention algorithms based
on hierarchical dense representations.



minilmageNet tieredlmageNet
Method Venue Backbone 5-way l-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot

Prototypical Networks [27] NeurIPS’17 Conv-64F  49.42+0.78 68.20+0.66 53.31+£0.89 72.6940.74
CovaMNet [18] AAAT’'19 Conv-64F  51.19+0.76 67.65+0.63 54.98+0.90 71.51£0.75
DN4 [17] CVPR’19  Conv-64F  51.2440.74 71.0240.64 53.37+0.86 74.4540.70
DSN [26] CVPR’20  Conv-64F  51.7840.96 68.99+0.69 53.2240.66 71.0610.55
DeepEMD' [33] CVPR’20  Conv-64F  52.1540.28 65.52+0.72 50.89+0.30 66.12+0.78
SSFormers Ours Conv-64F  55.00+0.22 70.55+0.17 55.54+0.19 73.72+0.21
Prototypical Networks [27] NeurIPS’17 ResNetl2  62.59+0.85 78.60+0.16 68.37£0.23 83.43+0.16
CAN [12] Neur[PS’19  ResNetl2  63.85+0.48 79.44+0.34 69.89+0.51 84.2340.37
DSN [26] CVPR’20  ResNetl2  62.6440.66 78.8340.45 67.39+0.82 82.85+0.56
DeepEMD [33] CVPR’20  ResNetl2  65.9140.82 82.4140.56 71.16+0.87 83.9540.58
FEAT [32] CVPR’20  ResNetl2 66.78+0.20 82.0510.14 70.80+0.23 84.7940.16
GLoFA [21] AAAT21 ResNetl2  66.1240.42 81.37+0.33 69.7540.33 83.58+0.42

ArL [35] CVPR’21 ResNetl12  65.2140.58 80.41+0.49 - -

PSST [5] CVPR’21  ResNetl2  64.0540.49 80.2440.45 - -
RENet [13] ICCV’21 ResNetl2  67.60+0.44 82.5840.30 71.6140.51 85.2840.35
SSFormers Ours ResNetl2  67.2540.24 82.75+0.20 72.52+0.25 86.6140.18

Table 1. Average classification accuracy of 5-way 1-shot and 5-way 5-shot tasks with 95% confidence intervals on minilmageNet and
tieredImageNet. T denotes that it is our reimplementation under the same setting. (Top two performances are shown in red and blue.)

Model Venue Backbone CIFAR-FS FC100
5-way 1-shot 5-way S-shot 5-way l-shot 5-way 5-shot
Prototypical Networks [27] NeurIPS’17  Conv-64F 55.50+0.70 72.002£0.60 35.30+0.60 48.60+£0.60
Relation Networks [28] CVPR’18 Conv-256F 55.00+£1.00 69.30+0.80 - -
R2D2 [1] ICLR’19 Conv-512F 65.30+0.20 79.40+0.10 - -
Prototypical Networks [27] NeurIPS’17  ResNet-12 72.20+£0.70 83.50+0.50 37.50-+0.60 52.50+0.60
TADAM [22] Neur[PS’18  ResNet-12 - - 40.10=£0.40 56.10+0.40
MetaOptNet [15] CVPR’19 ResNet-12 72.60+0.70 84.30+0.50 41.1040.60 55.50+0.60
MABAS [14] ECCV’20 ResNet-12 73.5140.92 85.49+0.68 42.3140.75 57.56+0.78
Fine-tuning [7] ICLR’20 WRN-28-10  76.5840.68 85.79+0.50 43.1640.59 57.5740.55
RENet [13] ICCV’21 ResNetl12 74.51+0.46 86.60+0.32 - -
SSFormers Ours ResNet-12 74.5010.21 86.6140.23 43.7240.21 58.92+0.18

Table 2. Experimental results compared with other methods on CIFAR-FS and FC100. (Top two performances are shown in red and blue.)

5.4. Semi-supervised Few-Shot Learning

We further verify the effectiveness of our model on more
challenging semi-supervised few-shot learning tasks. Un-
der semi-supervised few-shot learning settings, we can se-
lect image patches from unlabeled samples that meet the
mutual perception function (Eq. (2)-(4)) with the current
support set and add them to the support set to provide more
support features. Specifically, the workflow of SSFormers-
semi is as follows. For the support set n, we first search
for all patches that satisfy the mutual perception function in
unlabeled sets and put them into the set U,,.Then we use U,,
to extend S,,: S, = {S},...,SMEYJU,. Then, we use

the original SSFormers to calculate the similarity.

We use the same experiment setting in [25]. We use
Conv-64F as our backbone and train SSFormers-semi on
300,000 tasks on minilmageNet. The results are shown in
Figure 3, where SSFormers-semi shows competitive results
with classical baseline methods.

5.5. Ablation Study

Analysis of Qur Method. Our model consists of differ-
ent components: dense local feature extractor, sparse spatial
transformer layer, and patch matching module. As shown in
Table 3, we verify the indispensability of each component



Dense Local Feature SSTL PMM Cosine Classifier 5-way 1-shot 5-way 5-shot
v v 63.154020  79.15+0.25
4 4 66.84+047  79.72+0.50
v 4 4 64.35+0.22 80.17+£0.17
4 v v 67.25+024 82754020

Table 3. Ablation study on our model, we can find that each part of our model has important contribution. The experiments are conducted

with ResNet12 on minilmageNet. (SSTL: Sparse Spatial Transformer Layer and PMM: Patch Matching Module)

Method  Self Cross 1-shot 5-shot
00 _— w‘{ S ProtoNet 68.37+0.23 83.43+0.16
i == w/ D Sshot CAN V' 69.89+051 84.234037
=3 w/o D 5shot
i FEAT v/ 70.80+023 84.79+0.16
£ o0 RENet vV vV 71614051 85.284035
£ 50 1 i = [ B SSFormers v\ 72524025 86.61+0.18
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Figure 3. 5-way semi-supervised few-shot learning results on . & . e ’ .':-: w
minilmageNet. We show the results with (w/ D) and without dis- e .'... : 50 o e i N
tractors(w/o D). And we compare our methods with PN, Non- 0 .t 25 L
Masked [25], PN, Masked [25] and DSN-semi [26]. s e o S & 00 o
h 0. s =25
. o o .o 5
Embedding  5-way 1-shot 5-way 5-shot i . s
5x5 65.20+024  80.07+0.26 e e e " PR
4% 4 66374023  81.064025 ACC:62.59 = 67.25 (1 7.44%)
3x3 65.17£0.22 81.69+0.20 i o
2% 9 65.1840.22 80.10-0.16 Figure 4. t-SNE visualization of features for 75 randomly sampled
5x543%3 6 6'38 i0.23 81.82 i0‘24 images from 5 randomly selected test classes of minilmageNet
A4 6 6‘ 08+ ' 3 1' 504 ' dataset. In our case, the learned embeddings provide better dis-
x4+3x3 : 0.24 ) 0.26 crimination for unseen test classes.
4x44+2x2 67.25+024 82.75+0.20
3x3+2x2 67.05+022 82.53+0.18

Table 4. The 5-way, 1-shot and 5-shot classification accuracy (%)
with different number of image patches on minilmageNet.

on the minilmageNet dataset. Note that when replacing the
patch matching module, we calculate the cosine similarity
spatially. The results show that every component in SS-
Formers has a significant contribution. For example, with-
out our sparse spatial transformer layer, the performance of
the model will drop by 3.73% on 5-shot tasks.

Influence of the number of patches. During dividing
input images into patches, we have to define the grid for
patches. We select various grids and their combinations and
conduct analysis experiments on minilmageNet. As shown

in Table 4, it is better to use a combination of grids of differ-
ent sizes. A possible explanation is that the size of the main
object in different images is different, and the use of a sin-
gle size may lose context information, and make it difficult
to generate high-level semantic representations.
Comparison with other attention methods. As shown
in Table 5, our model has achieved state-of-the-art in
all attention-based methods. Specifically, compared with
RENet [ 3], our SSFormers only utilize cross attention, but
still leads them in both 1-shot and 5-shot tasks.
Qualitative visualizations. We perform a t-SNE visu-
alization of embeddings that generated by SSFormers from
novel query images to demonstrate the effectiveness of our
method (see Figure 4). We observe that our method main-



Figure 5. Visualization of the mask and sparese attention. Given 2-way 1-shot tasks, we plot the masked query image and attentioned
support images (brighter colors mean higher weight). Within each query image, we choose two image patches (red and yellow boxes),
and plot the image patch that best matches in each support class. This proves that our sparse spatial transformer layer can automatically

highlight task-relevant areas.

+ GaussianBlur (6 € [0.1,2])

82.14—49.30
82.75—=T77.17

Rethink-Distill
SSFormers

+ PepperNoise (r = 0.01)

82.14—63.97
82.75—66.74

Rethink-Distill
SSFormers

+ Colorlitter (B = 0.8)

82.14—81.05
82.75—81.21

Rethink-Distill
SSFormers

Table 6. Stability evaluation on minilmageNet. Comparison with
Rethink-Distill [29].

tains good class discrimination compared to prototype net-
works, even for unseen test classes. Moreover, the features
generated by our method are more discriminative and the
boundaries between categories are more obvious.

To further qualitatively evaluate the proposed SSForm-
ers, we provide some visualization cases as shown in Fig-
ure 5. For each query image in the task, we plot the re-
sult of its mask, and it can be seen that through the mutual
perception function (Eq. (2)-(4)), we can get task-relevant
query image patches. For support sets, we plot the proto-
type generated after SSTL. It can be seen that our model can
highlight task-relevant image patches and suppress task-

irrelevant features.

Analyze of stability. A good model should have good
robustness and be able to adapt to various environments.
For this reason, we tested the stability of our model under
three different attacks. As shown in Table 6, the perfor-
mance of our SSFormers is relatively stable under various
attacks.

Complexity analysis. The computational complexity of
our SSFormers is O(NMCK?), where N, M, C and K
are the number of way, shot, the feature dimensionality, and
the number of image patches, respectively. Compared to the
complexity of CAN [12], i.e., O(NMCH?W?), where W
and H are the size of feature maps, Our method has less
computational complexity because K2 < H2W?2.

6. Conclusion

In this work, we argue that both global features and
deep descriptors are not effective for few-shot learning
since global features lose local information, and deep de-
scriptors lose the contextual information of images. More-
over, a common embedding space fails to generate discrim-
inative visual representations for a target task. We pro-
pose a novel sparse spatial transformers (SSFormers) for
few-shot learning, which customizes task-specific proto-
types via a transformer-based architecture. Experimental
results demonstrate SSFormers can achieve competitive re-
sults with other state-of-the-art few-shot learning methods.



A. Broader Impact

The proposed algorithm can be applied to few-shot vi-
sual recognition fields, such as robot vision systems that
must recognize new objects, camera systems that must in-
fer the existence of new objects, and monitoring systems
that must recognize new categories of objects. Since the
distribution of data in the real world follows the long-tail
distribution, the uncommon (lack of data) objects are com-
mon in the practical application of visual recognition sys-
tem, and our algorithm can improve the robustness of visual
recognition system. Although the work in this paper only
focuses on the classification problem, the generalization of
other tasks in visual recognition (detection, segmentation)
can also be improved by using the method in this paper.

While our methods have made progress in identifying
and inferring rare objects, they are still far below human
level. For application scenarios with low fault tolerance,
such as autonomous driving, surgery, etc., relying on the vi-
sual system’s ability to correctly interpret anomalies is risky
for current systems, even with the advances described in this
article.

B. Implementation Details

Backbone architecture. We consider two backbones,
as suggested in the literature for the purpose of fair compar-
isons. We resize each image patch to 84 x 84 x 3 before
using the backbones.

Conv-64F. The Conv-64F [27,32] contains 4 repeated
blocks. In each block, there is a convolutional layer with
3kernel, a Batch Normalization layer, a ReLU, and a Max
pooling with size 2. We set the number of convolutional
channels in each block as 64. A bit different from the litera-
ture, we add a global max pooling layer at last to reduce the
dimension of the embedding and get patch embeddings.

ResNet-12. We use the 12-layer residual network in [15].
The DropBlock is used in this ResNet architecture to avoid
overfitting. A bit different from the ResNet-12 in [15], we
apply a global average pooling after the final layer, which
leads to a 640 dimensional patch embeddings.

Pre-training strategy. As mentioned before, we apply
an additional pre-training strategy as suggested in [13,32].
The backbone network, appended with a softmax layer, is
trained to classify all classes in the training class split (e.g.,
64 classes in the minilmageNet) with the cross-entropy loss.
In this stage, we apply color jitter, random crop, and ran-
dom horizontal flip to increase the generalization ability of
the model. After each epoch, we validate the performance
of the pre-trained weights based on its few-shot classifica-
tion performance on the model validation split. Specifically,
we randomly sample 100 N-way 1-shot few-shot learning
tasks (N equals the number of classes in the validation split,
e.g., 16 in the minilmageNet), which contains 1 instance per
class in the support set and 15 instances per class for evalu-
ation. Based on the penultimate layer instance embeddings

Algorithm 2 Pseudo code of sparse spatial transformers
layer in a PyTorch-like style

# key projection head hy

# query projection head h,

# value projection head h,,

Input: query feature g, support feature S
Output: aligned prototype vg),

support key c RNXC’ xMK

ks = hi(S) o
# query query € RC <K
qq = hq(‘])

# query value € R <X support value € RN*C'xMK

Vg, Vs = hv(q), hv(S)

# similarity matrix € RVXKxMK

R = g,.unsqueeze(0).transpose(-1, -2) x kg

# max index ¢;"*" € RE gpoer ¢ RVMK

q;”‘”“ = R.permute(1, 0, 2).view(K, —1).max(-1)[1]
kg ** = R.permute(1, 0, 2).view(k, —1).max(-2)[1]
# mask m € RE

m= torch.gather(k3'*", 0, q;"‘”

m = (mg|s == torch.arange(K))

# attention map a € RV XEXME

a =R * m.unsqueeze(0).unsqueeze(-1)

a = dropout(nn.Softmax(dim=-1)(a))

aligned prototype feature vg), € RNV *K*¢’

Vg|q = @ X vg.transpose(-1, -2)

return vg|q

of the pre-trained weights, we utilize the nearest neighbor
classifiers over the few-shot tasks and evaluate the quality
of the backbone. We select the pre-trained weights with
the best few-shot classification accuracy on the validation
set. The pre-trained weights are used to initialize the fea-
ture extractor, and the weights of the whole model are then
optimized together during the meta-training stage.

Optimization. Following the literature [32], different
optimizers are used for the backbones during the model
training. For the Conv-64F backbone, stochastic gradient
descent with Adam optimizer is employed, with the initial
learning rate set to be 0.1 and decay 0.1 every 10 epochs.
For the ResNet, vanilla stochastic gradient descent with
Nesterov acceleration is used with an initial rate of Se-4 and
decay 0.5 every 10 epochs.
C. Pseudo Code

A pseudo code of sparse spatial transformers layer in a
PyTorch-like style is shown in Algorithm 1.
D. Implementation of SSFormers

We provide a PyTorch implementation of SSFormers
for few-shot learning. Our code is available at https:
//github.com/chenhaoxing/SSFormers.


https://github.com/chenhaoxing/SSFormers
https://github.com/chenhaoxing/SSFormers
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